
 

Challenges of Applying Machine 
Learning to Qualitative Coding 

 

 

Abstract 

Coding is an important part of qualitative analysis in 

many fields in social science. Most applications of 

qualitative coding require detailed, line-by-line 

examination of the data. Such analysis can quickly 

become very time-consuming even on a moderately 

sized dataset. Machine learning techniques could 

potentially extend the principles of qualiitative analysis 

to the whole dataset given proper guidance from a 

qualitative coder. Consequently these techniques offer 

a promising approach to scale up the coding process. A 

number of profound challenges, however, still exist that 

hinder the widespeard use of machine learning for that 

task. In this paper, we identify a set of challenges for 

applying machine learning in qualitative coding practice 

and propose a few directions for future research in this 

area. 
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Introduction 

Qualitative coding, or simply coding, is one of the 

major techniques used in qualitative analysis among 

social scientists [17]. In general, coding refers to the 

process of assigning descriptive or inferential labels to 

chunks of data, which may assist concept or theory 

development [13, 14, 19]. Coding is usually a very 

labor-intensive and time-consuming task [17, 24]. It 

requires that researchers read through their data in 

detail, find relevant or potential points of interest, and 

assign labels. As the scale of datasets grows 

tremendously in the era of big data, performing such a 

task on the whole dataset is not feasible for social 

scientists. As a result, scientists can only sample and 

code a small part of their data. Since a large portion 

will remain under-explored, researchers may not be 

able to resolve inconsistencies in their theories and 

may not even recognize if some analysis is missing or 

incomplete.  

There have been some attempts to facilitate the coding 

process for large datasets through fully-automatic or 

semi-automatic methods. For example, Yan et al. 

proposed using natural language processing (NLP) and 

machine learning (ML) to generate initial codes and 

asking humans to correct the codes. Other work also 

requires NLP to derive potential codes and/or learn 

models [5, 6, 9, 12, 19, 24]. While low accuracy has 

been considered the primary limitation of such 

automated approaches, we highlight a few other 

concerns in applying ML to qualitative coding. In this 

paper, we will provide some background on qualitative 

coding and illustrate particular conflicts between coding 

and ML that have hampered the progress in applying 

ML tools in the qualitative coding domain. We also 

provide some directions for future research to 

accelerate the development of applying ML to coding.  

Background 

The need for qualitative coding 

Coding is a common approach to qualitative analysis of 

data in social sciences [17]. It is a process of arranging 

qualitative data in a systematic order by segregating, 

grouping and linking it in order to facilitate formulation 

of meaning and explanation. Such analysis is often 

used to search for patterns in the data by organizing 

and grouping similarly coded data into categories based 

on commonly shared characteristics [16]. Coding is a 

necessary because the data in qualitative analysis has 

no intrinsic organizational structure that explains the 

phenomenon under study. Researchers must, therefore, 

create structure and impose it on the data to determine 

how best to organize the information and facilitate its 

interpretation for their purposes [11].  

Grounded Theory 

Grounded theory is one of the most well-known 

approaches to deal with code organization and theory 

development. This analysis process involves a number 

of steps, and they are not carried out sequentially, 

since insights or realizations of analytics connections 

can happen any time during the research process [3]. 

Practitioners of grounded theory often start by reading 

all of the data repeatedly to achieve immersion [18]. In 

the next step, the data is coded line-by-line, which is 

meant to prompt closer study of the data. The initial 

unrestricted coding is termed open coding and is meant 

to preclude biasing the outcome of coding with 

preconceived constructs. At this stage such codes are 

entirely provisional and prone to change. As the 

analysis progresses, some core variables related to the 



 

research topic may be discovered, and the initial codes 

related to these variables may be applied directly in 

another round of coding. This form of coding is referred 

to as focused or closed coding and it accelerates the 

analytic pace [18]. To come up with codes used in 

focused coding, some researchers also use a method 

called axial coding, which is a way to consider the 

context and relations of the open codes and link them 

together to generate more meaningful categories [8]. 

These emergent categories are used to organize and 

group codes into meaningful clusters [4]. As there are 

many variations in how to conduct grounded theory 

approaches [15], individual researchers may use the 

method differently. Sometimes, the output from the 

analysis may not be a complete theory, but a memo 

that synthesizes the coded data and captures key 

theoretical ideas, which can be produced in any stage 

of coding.  

Challenges in Adapting Machine Learning 

Approaches in Qualitative Coding 

Although machine learning has thrived in the past 

decades, its application in qualitative analysis is still 

very limited. One common reason for the limited 

application is that people who use qualitative methods 

usually do not have background in ML. Thus, due to the 

complexity of selecting features, building models, and 

tuning parameters, it may be difficult for them to 

construct  acceptable models. On the other hand, an ML 

expert might be able to take the codes that a social 

scientist has applied to part of a dataset in order to 

train a classifier to label the whole dataset. However, 

since very few ML experts have background in social 

science, they do not have contextual information to 

engineer good features and to prevent issues like over-

fitting. For instance, social scientists are usually 

interested in sophisticated social phenomena, and thus 

their codes may indicate more complex concepts 

underlying the data. These concepts may be hard to 

capture by commonly used decontextualized features 

such as counts, word use, or even semantic features, 

and it will be difficult for an ML expert with no social 

science background to come up with a way to describe 

those concepts.  

Although limited social science understanding of ML 

experts is a big challenge in applying ML to coding, we 

also want to identify other inherent conflicts that 

discourage social scientists from adopting ML methods 

in their analytical processes. Some of them are due to 

inherent differences between optimizing ML models and 

qualitative coding. For example, to build a good 

classifier, we usually need predefined categories and a 

large amount of corresponding labeled data (in 

supervised learning), or the distributions of the 

datasets must have some distinct separation (in 

unsupervised learning). However, neither of these is 

the case in coding. As coding requires heavy manual 

efforts, it is hard to label sufficient data for strong 

machine learning results: at the stage of the open 

coding, scientists do not have pre-defined categories, 

but gradually create them through closely reading the 

text. Even in closed coding, where the categories have 

been decided, the definition of each category may still 

evolve and be adjusted as more of the dataset is 

covered. Even though social scientists may want to 

label as many codes as they can, their ultimate goal is 

not to build a machine learnable model, but rather to 

discover some patterns in their datasets or to answer 

their research questions. It would be unreasonable to 

demand that they expend huge efforts trying to 

improve an ML model. Instead, they may prefer to save 



 

the effort for reading and coding more in their natural 

qualitative analysis workflow.  

In addition, machine learning usually performs better 

on categories that have more instances, but those 

codes may not be the most interesting to a social 

scientist. This is related to the conflict between 

quantitative methods and qualitative methods: In 

quantitative analysis, data points that appear very few 

times are usually considered to be noise, but from a 

qualitative analysis point of view, a code that appears 

more often may not necessarily be more important 

than a code that appears only a few times. Since it is 

very hard for any ML method to capture codes that 

have sparse instances in the dataset, social scientists 

may prefer to manually code the raw data rather than 

spend time trying to tune the models.  

Beyond the considerations of effort, even though we 

can build a model for some codes with high accuracy, 

the results may not be very informative or reliable from 

a social scientist point of view because most ML 

methods work like a black box and do not offer 

explanation for how decisions are made. In our 

previous experience, even though we coded the dataset 

with well-tuned models, it may still be hard to interpret 

why a data point is marked with a certain code. Without 

knowing how the results are derived, it may not be 

easy for social scientists to adopt machine learning in 

their analytical practices. This is also related to the 

debate around computer-assisted qualitative data 

analysis software (CAQDAS): When qualitative analysts 

began to rely more heavily on computer assistance, 

some expressed anxiety around how computers might 

negatively impact qualitative research [23]. A study 

showed that when people do not have sufficient 

understanding and experience in the methods they use, 

they were more easily influenced by the results the 

software suggested [7]. Similar issues may arise if 

people start to depend more on machine learning and 

statistical methods in their qualitative analysis. 

Directions for Future Research 

In the previous section we illustrated a few challenges 

of adopting machine learning methods in qualitative 

coding. In addition to the points we mentioned, much 

work remains to be done towards applying ML in 

qualitative coding and extending the coding practices to 

handle big data. In this section, we suggest some 

potential directions for future research. 

Opening the black box of ML 

As we mentioned in the previous section, currently 

many ML models work only as black boxes. It is hard 

for users to know what happens inside that box and 

how decisions are made. Therefore, one research 

direction is to make machine learning models and 

results more understandable and interpretable. Some 

work has been done in this direction. For instance, Kim 

et al. proposed a generative approach to select and 

extract human interpretable features [10]. Brooks et al. 

suggested that using interpretable algorithms are 

important [2]. Visualization is another approach that is 

considered to be helpful for interpretability [20, 21]. 

One example of a visualization designed for 

interpretability is a self-organizing map to show high 

dimensional feature space of support-vector machine 

models [22]. However, research in this direction is still 

relatively scarce, and further exploration should be 

made to develop models and tools to make ML more 

human-understandable. 



 

A more complete understanding of the challenges and 

potentials in applying ML to coding 

In addition to the points we mentioned in the previous 

section, a more complete understanding of the 

challenges and potentials for applying machine learning 

to qualitative coding is required. To improve our 

understanding, we will need more user studies, such as 

interviews with social scientists experienced in applying 

machine learning, or ML experts who have worked with 

social scientists. User studies on social scientists that 

have no experience in machine learning can also be 

helpful. It is possible that machine learning will be most 

useful in a specific step of the coding process. To 

surface such a point, we need to better understand the 

coding challenges that social scientists presently face. 

Reimagine the use of ML in coding 

Both coming up with an ML model that can code data 

with high accuracy and convincing social scientists to 

adopt ML techniques in their coding practice might 

prove difficult. Hence, it might be that a direction most 

worthy of investigation is to reimagine the use of ML in 

coding altogether. One such approach is related to the 

concept of machine teaching, where machines act like 

students and humans play a role of teachers in a form 

of interactive learning. This view of the problem has 

been suggested in work by Amershi et al. [1]. While we 

agree that interactive machine learning can be powerful, 

we want to extend the idea to a user’s perspective: the 

power of interactive learning is not only in increasing 

the accuracy of the ML models, but also in providing a 

way for the users to reflect on their definitions of 

concepts, and in suggesting new perspectives from 

which to examine their data. This view is indeed similar 

to teaching, where not only the students are learning, 

but the teachers can learn from the questions students 

ask as well. Furthermore, as students usually have 

different issues in understanding a concept, teachers 

must consider different contexts and constantly refine 

their ideas. Although it is possible that a machine 

teaching model approach may not result in a competent 

model for coding, the effort the teachers (the social 

scientists) spend will still be valuable. In this case, 

using ML can be seen as part of the coding process. 

Specifically, it can serve as a way of pinpointing 

potential issues in current codes, and we believe more 

work should be done to find new ways to think about 

the use of ML in the coding practice. Merely automating 

the existing human practice might overlook some of the 

most promising opportunities.  

Conclusion 

Coding is important for qualitative analysis. In many 

fields in social science, coding is a critical but often 

time-consuming task. Thus, machine learning may be a 

useful approach to scale up the coding practice. In this 

paper, we suggested a set of challenges in applying 

machine learning to qualitative coding and a few 

directions for future research. More work should be 

done to further accelerate the progress of applying 

machine learning in qualitative coding. 
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